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Analogies in human cognition

● Analogy-making is a central part of Human Cognition (Minsky, 1988; Hofstadter and Sander, 2013; Holyoak, 1984)
○ Abstract information, adapt to novel situations in terms of familiar ones 

driving on the left-hand side of the road in the UK



Analogies in human cognition

● Analogies play an important role in many areas 
○ Education – help a teacher to explain a complex subject
○ Politics
○ etc

Electrical circuit Water pump



Analogies in human cognition

 

NASAChrysippus Odon device

● Analogy-making in innovation 
○ Many inventions throughout history are thanks to analogies

https://youtu.be/3E12uju1vgQ?t=73
https://youtu.be/vPTlebrzZ9A?t=2


Analogies in Artificial Intelligence (AI)

● Analogies in Natural Language Processing (NLP) 
○ Most works focused on word analogies - “a to b is like c to d” (Mikolov, 2013)

● Our focus: Analogies between situations and processes
○ Input: two domains (e.g., how the heart works / how a pump works).

○ Goal: map objects from base to target according to relational structure rather than object attributes.



Our work: we tackle a more realistic setting – analogies between 
natural language procedural texts describing situations or processes 

 



Problem Formulation

(e.g, “mitochondria provides energy”)



The Main Idea

● Q: How can we know that entities in the domains play similar roles?

● QA-SRL model (FitzGerald, 2018)

○ Input: A sentence. Output: questions and answers about the sentence.
○ The answers form the entities.
○ Similar questions between the domains, indicate that the entities may play similar roles. 

Find Mappings by Questions (FMQ)

Find a mapping that 
maximizes the similarity 
between the questions of 
the mapped objects.



Experiments

● RQ1: Can we leverage our algorithm for retrieving analogies from a large dataset of procedural texts?
● RQ2: Does our algorithm produce the correct mapping solution?
● RQ3: Is our algorithm robust to paraphrasing the input texts?

● We tested our ideas on ProPara dataset (Dalvi, 2018) of crowdsourced paragraphs describing processes. 
(e.g, “What happens during photosynthesis?”) were given to 1-6 workers each.



Experiment I: Mining Analogies – Examples

Examples for analogies mined by our method (FMQ):

Target: What happens during photosynthesis?Base: How does a solar panel work?



Experiment I: Mining Analogies – Results

Analogies prevalence in data: ~3%

Top-100 of the ranking



Experiment II: Evaluating the Mappings – Setup



Experiment II: Evaluating the Mappings – Setup

ProPara: 87% precision
Stories:    94% precision



Conclusions

● Analogies are important for humans and AI.
● We explored analogies between procedural texts expressed in natural language.
● We develop a scalable, interpretable method to find mappings based on relational similarity.

● Our method was able to mine different type of analogies (in contrast to SBERT).
● Our method produced the correct mappings on both ProPara and the Stories.
● We showed our method is robust to paraphrasing.
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