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Overview for The Breakpoint Modeling framework



Overview for The Breakpoint Modeling framework
● The goal: teach models to track their beliefs through intermediate points in text 

○ Hopefully to achieve better performance, particularly for narrative understanding.
○ Model probing - reason transparency, which contributes to model reliability. 
○ Complex declarative constraints.

● The solution: given any encoder and data marked with intermediate states(breakpoints) 
along with textual propositions, and symbolic constraints that hold between propositions, 
models are trained to build intermediate representations that facilitate correct and consistent 
predictions, along with solving their ordinary set of tasks.

● Implementation: Current implementation for this framework is the Breakpoint Transformer 
that builds on the pretrained T5 Transformer Model.

● Results: achieves better performance on benchmark tasks for story understanding and 
relation reasoning.



Examples for stories and breakpoint propositions
Task Example Stories Breakpoint Propositions

Relational Reasoning (CLUTRR) John is the brother of Susan [SIT]1 
Susan’s mother is Janice [SIT]2...

P1: { ‘Susan is the sister of John’ true, 
‘Susan is the sister-in-law of Janice’ 
false,...}
P2: { ‘Janice is the mother of John’ 
true, 
‘John is the father of Janice’ false, …}

Story Understanding (bAbi) John moved to the kitchen [SIT]1 He 
picked up an apple [SIT]2 John then 
gave the apple to Mary [SIT]3 

P1: { ‘John has the apple’ false, 
‘John is in the kitchen’ true,...}
P2: { ‘John has the apple’ true,…}
P3: { ‘John has the apple’ false, 
‘Mary has the apple’ true, … }

- The breakpoint propositions are used as supervision at training time or as queries to 
perform model probing.

- When coupled with predictions, they constitute the beliefs of the model. 
  



Breakpoint Model applied to story understanding task
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Breakpoint and proposition encoding
● [SIT] - special token which is used to delimit the boundary of each breakpoint. It represents all of the tokens that 

came before(all of the information in the story up to this point). Each [SIT] token is aligned with a set of text 
propositions.

● There are two encoders: enc_story, enc_prop that are used to generate representation c for each breakpoint in the 
story and each proposition, respectively.

● Representations of breakpoints      are pooled from a single encoding of an input story:

● Similarly for the representations of propositions                (special token [PROP]), by using 

● The bi-directional encoder of T5-Large Model has been used for both  enc_story, enc_prop    
○ One consequence of using bi-directional encoder is that each token as access to the full story (including the 

tokens that come later) 



Proposition scorer classifier
● Given a breakpoint encoding and an aligned proposition encoding , it makes the prediction 

about a proposition at that breakpoint {false, unknown, true} - 

Bilinear scorer- computes score as bilinear transformation 
between situation vector and corresponding proposition vector.

● Notations: E(s_j, p), C(s_j, p), U(s_j, p) - breakpoint s_j entails/
contradicts or has an unknown relation to proposition p.



Learning - logical objective to different loss functions



The advantage - express more complex forms of objectives and constraints

● Constraints that are based on symbolic knowledge involving propositions within and across 
breakpoints. For example, the following symbolic constraints:
Logically:

For example:
“John as the Apple”, true → “Mary as the Apple”, false

“Susan as the Apple”, false ,.... (For other entities)



Overview for this work
● The goal: Apply the Breakpoint Model to new kind of interesting datasets.

● Duration: September 2021 - December 2021(including).

● Propara dataset (procedural texts understanding) - September 
○ Data conversion for the model
○ Experiments
○ Evaluation

● TRIP dataset (story understanding- common sense AI) - October - December
○ Data conversion for the model 
○ Extension of the model for precondition and effect 
○ Experiments 
○ Evaluation 

https://allenai.org/data/propara
https://github.com/sled-group/Verifiable-Coherent-NLU


Overview for the TRIP dataset and the proposed tasks



The TRIP dataset
● Motivation for creating the dataset: to evaluate the reasoning and the deep understanding 

of the tasks by models, instead of only the end performance.

● TRIP is a novel physical common sense reasoning dataset, the end-task is story plausibility 
classification. Notably, however, it includes dense annotations for each story capturing 
multiple tiers of reasoning, beyond the end-task.



The three proposed tasks
1. Story Classification(the end-task)- determines which story is plausible

2. Conflict Detection- identifying conflict sentences in the form Si->Sj. While Sj is the breakpoint 
and Si is the evidence.

3. Physical state classification- two tasks: precondition and effect classification. for example: 
“John cut the cooked potato”

● Plausible stories were crowd-sourced from Amazon Mechanical Turk. To convert each story 
into several implausible stories, they hired separate workers, each wrote a new sentence to 
replace a sentence in the original story.



Statistics on the TRIP dataset



Physical annotation label space
They defined a space of 20 physical attributes which capture most conflicts found in the stories.

● For human they track 5 physical attributes: location, hygiene and whether a human is 
conscious, dressed or wet.

● For objects they track 15 physical attributes: exists, is clean, connected to power, functional, in 
pieces, etc..



The results of large LMs on the tasks
while large LMs can achieve high end-task performance(up to 78% accuracy), they struggle to jointly 
support their predictions with the proper evidence (only up to 11% of examples supported with 
correct physical states and conflicting sentences).



TRIP data conversion for the Breakpoint Model



Data conversion running arguments
● Dataset_type - train/dev/test

● Both_implausible_plausible - 0=conversion for implausible stories only, 1=also for plausible 
stories.
We didn't find a significant difference in performance when we trained on plausible 
stories as well.

● Unk_sampling - for example: 0.2 means to sample 20% of unknown. 
Has an Impact on evaluation!

● Unk_sampling_Seed - we used 10 different seeds, because when we random sampling the 
unknown, we have variance for different runs with the same sampling ratio.

○ We can identify and restore the run by the seed.
○ We also show the mean of all 10 runs in development set evaluation



Data conversion running arguments
● Pre_post_format- 0=regular format and 1=pre post format(the extended model)

We can achieve good performance also without the extension option.

● Before_after - for example, for the proposition “John is conscious”.
○ before_after=0: will create “John was conscious” and “John is conscious”
○ before_after=1: will create “before: John was conscious” and “John is conscious”
○ before_after=2: will create “before: John was conscious” and “after: John is conscious”

There is no significant difference in performance between the options, so we stick with 
the first.



Considered but didn’t use
We considered to generate for every proposition, the opposite one. 
For example: for the ‘conscious’ attribute [‘Tom’, 2] which means both precondition and effect are 
‘true’. Our conversion will generate “Tom was conscious” and “Tom is conscious” with the label 
‘true’. By using the negative word for ‘conscious’ we can double the amount of propositions and also 
create “Tom was unconscious”, “Tom is unconscious” both with the label ‘false’.
It does not improves the performance, we decided not to use it, because of the disadvantage 
of doubling the data.



Data conversion - important methods
● Generate propositions for ‘location’ and ‘h_location’ attributes: By reading the ‘state’ which 

gives an entity and the attribute label value, and by using ‘att_change_dir’ dictionary, we 
generate one proposition with true, and for other attributes values, with false. 

For example: [‘Tom’, 0] for h_location → proposition = (“Tom does not move to a new location”, 
true). In addition, we create two more propositions with the other ‘h_location’ attribute values, 
with false.

-1=unknown, 0=false, 1=true



Data conversion - important methods
● Generate precondition and effect propositions for other attributes: 

○ For the precondition propositions we will use ‘was’/’were’ instead of ‘is’/’are’. 
○ If the value of the attribute is ‘unknown’, we will create the proposition w. Probability 

—unk_sampling.
○ If the attribute’s value is true or false, we will create the proposition by using the 

‘att_change_dir’ dictionary.

○ For example: [‘Tom’, 2] for the attribute ‘conscious’ → 
(“Tom was conscious”, true) and (“Tom is conscious”, true)

-1=unknown, 0=false, 1=true



TRIP instance for example



The same instance after conversion



Data format comparison - (states of the first sentence)



Experiment: Applying Breakpoint Model to TRIP



Hyperparameters
● Unknown under sampling ratio: 

○ 35% gives us balanced data in training.
○ We also checked 25%, 17.5% and 10%.
○ In verifiability evaluation of TRIP, they take non-default values predictions.
○ Most of the attribute default values are 0=unknown.

● #Epochs:
○ We considered runs with 25 and 30 epochs. 

● Other hyperparameters:
○ We didn’t tune other hyperparameters. We could tune also learning rate and batch size.
○ Our experiment have been done with batch size of 1, gradient accumulation steps of 8 and 

learning rate of 0.00005.

Training data distribution(implausible stories):
0=unknown, 1=false, 2=true



Metrics for evaluation
● Metrics for general data evaluation(all implausible stories, all sentences, all predictions):

○ micro F1 score(=accuracy) 
○ macro F1 score(average F1 scores of the classes)
○ precision, recall and F1 score per class

● Metrics for verifiability:
○ %verifiable stories / consistent stories
○ Macro F1 score per attribute in consistent stories for sentences of precondition, effect and in total.



Considerations for evaluation
● Comparison of the location attributes

● For every location proposition, our model needs only to predict False/ True for every independent propositions, 
however in TRIP they predict the specific location (classification problem) 

○ Easier for our model if only needs to predict TRUE for correct proposition
○ Harder for our model if also needs to predict all false propositions correctly.

● Use 10 different unknown sampling seeds for every sampling ratio

Sentence type sentence prop Roberta-Large 
prediction

label Is Roberta-Large 
correct

Breakpoint Model 
Prediction

Is Breakpoint Model 
correct

effect Tom spilled the glass 
of milk on the floor.

milk is put into a 
container

is put into a container is put down FALSE FALSE TRUE



Metrics for evaluation
● Metrics for general data evaluation(all implausible stories, all sentences, all predictions):

○ micro F1 score(=accuracy) 
○ macro F1 score(average F1 scores of the classes)
○ precision, recall and F1 score per class

● Metrics for verifiability:
○ %verifiable stories / consistent stories
○ Macro F1 score per attribute in consistent stories for sentences of precondition, effect and in total.

● Considerations for the evaluation:
○ Comparison of the location attributes

■ Other possible comparison method for location attributes
○ Use 10 different seeds for every sampling ratio



Breakpoint Model evaluation 

Breakpoint Model Vs. TRIP best run(Roberta-Large)

https://docs.google.com/spreadsheets/d/1_l4X5WN-HsacnfKQBTKH961waKGmlZS6vrB1kW6zidI/edit?usp=sharing


TRIP best run(Roberta-Large) results:
● TRIP results on the three proposed tasks:

● TRIP results on verifiability:

● TRIP results on verifiability(assuming all location attributes are correct)



Breakpoint Model verifiability on dev set
Including location attributes predictions as is Given that location attributes predictions are correct 



Breakpoint Model verifiability Vs. Roberta-Large on test set



Breakpoint Model Vs. Roberta-Large Macro F1 scores on attributes



Breakpoint Model Vs. Roberta-Large Macro F1 scores on attributes



Breakpoint Model Vs. Roberta-Large Macro F1 scores on attributes



Breakpoint Model General evaluation
● Here we looked at all of the implausible stories, for each story, in all sentences, for each 

sentence, in all of the predictions of the different attributes and entities.

● Dev set:

● Test set:



Breakpoint Model General evaluation
● Confusion Matrix:

● Precision, recall and f1 score per class:

The model predicts true instead of unknown in 5528 
out of 5528+1455+26110=33593 true predictions



Any Questions ?
Code in Github:

https://github.com/orensul/situation_modeling/tree/run_trip_no_pre_post/trip

Thanks for listening 

https://github.com/orensul/situation_modeling/tree/run_trip_no_pre_post/trip

